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Thanks to the rapid development of CCD detectors there is a method called
�Lucky Imaging� being used in astronomy in the past years. Like adaptive
optics, Lucky imaging makes it possible to gain pictures with resolution close
to the di�raction limit, i.e. it gives to ground based telescopes the possibility
to gain pictures with the resolution close to the resolution of telescopes placed
outside the atmosphere. Lucky imaging is cheaper alternative to Adaptive
Optics, with a lower demandingness on the presence of reference stars.

This Diploma thesis is an implementation of Lucky Imaging into a soft-
ware system for robotics observatory control called �RTS2�. Three algorithms
for evaluation of image focus are studied and their performance is compared
on digital images acquired by a telescope. In the second part of the thesis,
two methods of image registration are studied, which are used to suppress
noise on the acquired images.
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Chapter 1

Introduction

Astrophotography1 is a common method of studying the universe. Although
professional astronomers make use of the whole spectrum of electromagnetic
radiation of space objects, ranging from radio-waves to γ-rays, observations
in the visible light are most often in astronomy.

The thesis theme � Lucky imaging � is a particular method of increasing
the quality of astrophotographic images. More precisely, the angular resolu-
tion of these images are improved, i.e. the ability to distinguish two point
light-sources lying angular close to each other. In this chapter, the reasons
for degradation of this angular resolution will be presented, as well as an-
other well-known methods of enhancing it, namely space-based telescopes
and Adaptive Optics.

1.1 Scintillation

Ground based observations su�er of one fundamental fact � the Earth is
surrounded by its atmosphere, which is almost permanently under motion.
Mixing of cold and warm air causes air turbulations of various intensity. The
atmosphere can therefore be considered to be an optical environment of time-
varying refractive index. Individual light rays passing such an unhomogenous
environment are each bend into slightly di�erent directions; the wrapping
wavefront of those light-rays is therefore perturbed (see Fig. 1.1). When
observing a light-source through such an unstable environment, it seems to
change rapidly its brightness and/or color. This phenomenon is called the
scintillation e�ect of the atmosphere. Sometimes this scintillation, or �twin-
kling� of stars is also observable by an unweaponed eye.

Scintillation is a serious problem for astronomical observations, as it
causes two close light-sources to blur into one single blot, and limits therefore

1Photography of astronomical objects in the wavelength cca. 400µm (violet color) �
700µm (red color).
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Figure 1.1: Perturbation of wavefront due to turbulent atmosphere, [30].

the angular resolution of ground-based telescopes. The theoretical maximum
of the angular resolution, called the di�raction limit, is, as stated in [1], pro-
portional to λ/D, where λ is the wavelength of the observed light and D the
telescope's aperture diameter. However, due to scintillation, angular resolu-
tion of telescopes with apertures larger than 10 cm are all approximately at
0.4 arcseconds, [1]. Without a solution of this problem, it would not make
sense to build telescopes having D > 10 cm.

1.2 Possible solutions

1.2.1 Space-based telescopes

A straight-forward solution of the resolution limitation caused by scintillation
is simply to place the telescope outside the atmosphere. That is indeed the
case of, for example, the Hubble Space Telescope (HST), which �ies on the
Earth's orbit since April 1990. Unfortunately, such a solution has many
disadvantages: reparations of break-downs are problematic due to di�cult
accessibility. Also the size of the instrument is limited (for example, the
HST's primary mirror is only 2.4 m in diameter, due to the load capacity
and size of the Space Shuttle's cargo bay). The costingness of such a solution
is also very considerable.

1.2.2 Adaptive optics

A much more rife approach, called �Adaptive optics� (see [1]), is based on
the idea of compensation of the scintillation e�ect, rather than avoiding it.
In this case, a small deformable mirror is put into the optical path of the
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Figure 1.2: The scheme of the adaptive optics system, [31]

telescope2 and is meant to have such a shape, that the actual wavefront
distortion is cancelled (see Fig. 1.2). For that purpose, a bright reference
star is co-observed and it's image analyzed by a wavefront sensor. Based on
this analysis the optimal shape of the deformable mirror is computed and the
mirror appropriately deformed. These reshape happens for several hundred
times a second (∼ 100 Hz).

�Adaptive optics� is not to be confused with �Active optics�, which is a
di�erent system, designed for shape corrections of the primary mirror itself.
Because the primary mirror is usually very thin (and therefore can be made
large), even small wind or minor gravitational changes can cause signi�cant
unwanted mirror deformations. Active optics measures these deformations
and with a set of actuators keeps the mirror in optimal shape. These reshapes
happen in the order of seconds (∼ 1 Hz), rather than 1

100
of seconds, as it is

in the case of Adaptive optics.

1.2.3 Lucky imaging

Lucky Imaging (LI) is the technique discussed in this thesis. It is a software
approach in the problem of angular resolution enhancement. LI makes use
of fast-working CCD's able to obtain a shot several times a second, and
relies on the possibility, that among all the pictures taken, some of them
might be well-focused because the actual wavefront distortion was minimal,
none or even has been cancelling imperfections of the telescope (i.e. the
wavefront distortion caused by the atmosphere was inverse to the wavefront
distortion caused by the imperfections of the telescope's optical system).
After hundreds of short-exposured photographs of the same object have been

2Recently, adaptive optics has been used on the secondary mirror directly, [2].
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Figure 1.3: Lucky imaging: focus of each image is evaluated and best focused
images are assembled into one �nal image (for better imagination, the gray
level of an input image indicates its focus).

taken, they are searched for the well-focused ones. For this purpose a focus-

measure is used � a function, which expresses the focus of an image as a
number.

As will be explained later, short exposured astronomical images contain
fairly strong noise. One of the best-known denoising techniques is to average
more images of the same scene (see [3] for further details) � well-focused
images selected by the appropriate focus-measure are therefore combined
into a single one, by a process called image registration. It is a process of
�nding the proper space matching (e.g. rotation, translation) of the input
images and a suitable averaging of their pixel-values.

A scheme of the entire LI-process is shown on �gure 1.3: input images
are measured on focus, n% of best images are taken, registered and averaged
into a �nal output image.

Objects of interest, which astronomers want to photograph, are mostly
very faint and are visible only on long-exposured images, when the little light
emitted by the object is integrated over many minutes (or even hours). Av-
eraging of images in the image registration process has the same e�ect as
long exposures in classical astrophotography, with the di�erence, that be-
cause only undistorted, unblured images are averaged, the �nal image shows
fainter objects in a better focus.

LI represents a cheaper alternative to the traditional Adaptive Optics
(AO) technique, since it is a pure software solution, and makes no demands
on any special hardware. On the other hand, since many time-consuming
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computation have to be done (mainly during image registration), LI is a
slower solution to the hardware-based AO system.

A signi�cant work on Lucky Imaging has been done by professional as-
tronomers grouped in the Lucky Imaging Team at University of Cambridge,
UK, [4]. The authors achieved valuable resolution enhancement, achieving
at good observational conditions di�raction limited images. Another works
concerning Lucky Imaging are listed on the team website, [5].

1.3 Thesis structure

This thesis is divided into 8 chapters and 2 appendices. The second chap-
ter sets the direct goals of this thesis. The third chapter characterizes the
processed data. The fourth chapter is a review of several known planar
focus-measures, three of them which are used in this work. The �fth chapter
introduces a special focus-measure designed extra for astronomical images.
The sixth chapter describes two registration techniques used in this work.
The seventh chapter summarizes practical experiments and tests done within
this work. The eight chapter concludes this thesis and raises future works
proposals.

Appendix A is the documentation of the produced software. Appendix
B contains technical information about the instruments used to acquire the
processed data (telescopes and camera) and a characterization of the RTS
system used to control the observations and into which the produced software
can be integrated.
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Chapter 2

Problem formulation and goals

As described in section 1.2.3, Lucky Imaging consist of two separate parts:
focus-measuring and image registration.

The �rst goal for this thesis is therefore to �nd a suitable focus-measure
technique for astronomical images � photographs of stars, which are consid-
ered to be point light-sources, as well as for planetary shots, which are in
contrast areal objects and therefore show properties di�erent from images of
stars.

A good focus-measure should have high discriminability, i.e. it should
distinguish well between focused and unfocused images, and it should be
monotonic, i.e. it should descend with increasing blur. It should also be ro-
bust to noise, i.e. its discriminability should not be too a�ected by increasing
amount of noise.

The second goal of this thesis is to review image-registration techniques
and use a proper one to assemble previously chosen well-focused images into
a �nal image of higher angular resolution and suppressed noise.

The applicability of the whole software should be demonstrated on real
data. The computation speed of the software is not a priority, as the system
will be used as a post-processing tool.
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Chapter 3

Astrophotographic fundamentals

This chapter introduces the character of processed data, since astronomical
images di�er in many ways from common scene images.

The de�nition of a digital image is well-known and can be found in many
papers and books concerning digital image processing (e.g. [6]). For con-
venience it is reminded, that a digital image g is considered to be a two-
dimensional array of N x M integer pixels gij representing the brightness-
level in the sensed area:

g := {gij}1≤i≤N ;1≤j≤M

where N is the count of rows and M the count of columns of the array.
In this work, however, an image g is referred as a function g(i, j), rather

then a set {gij}, whereas in some moments there is more suitable to speak
about a continuous function g (de�ned to zero outside the image borders),
while in other moments rather about a discrete one. This duality is accept-
able, as the discrete function is only a sampled version of the continuous one.
For more details on sampling, see [6].

3.1 Image acquisition

Today, digital images of all kind are obtained by a so called Charged-couple

device (CCD) camera, invented in 1970's (see [7]) and developed till today.
In principle, it is a two-dimensional array of light-sensible units, converting
impinging photons of light into electrical impulses thanks to a physical phe-
nomenon known as the �photoe�ect�. This per-pixel analog signal is then
converted to a digital one by an A/D converter, and the resulting image is
read out.

Before the invention of the CCD, astrophotography was made on photo-
graphic plates, i.e. glass planes covered with photosensitive emulsions. This
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Figure 3.1: A typical row-pro�le of a star in a digital image. The star peak
rises above the noisy background.

classical technique, which was in use since the 19th century, has been grad-
ually replaced by digital astrophotography making use of CCD's since the
1990's.

As it has been mentioned earlier, digital astronomical images contain
fairly strong white noise (which is a well known sort of noise, see e.g. [6]).
Not only the internal electronic of a CCD products noise1, also the sky itself is
noisy; sunlight re�ected by the Moon, the Earth itself and the dust particles
spread out over the Solar system, light contributions of other undistinguish-
able stars and galaxies and even urban light pollution � all this contributes
to a noisy background of digital astronomical pictures.

A row pro�le of a typical astronomical image of a star is shown in Fig.
3.1. As can be seen, the star, although considered to be a point source of
light, is not sensed as a single high value in the CCD-array. Instead, a narrow
Gaussian "hat" is rendered. More precisely, the image of a star can be well
approximated by a normal distribution function N of standard deviation σ:

Nσ(x, y) =
c√
2πσ

e−
x2+y2

2σ2 (3.1)

where c is a scaling constant.
The reasons for this way of star-rendering will be explained in the follow-

ing section.
1See [8] for further details on so-called Read noise, Dark noise and Shot noise of a CCD

camera.
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Figure 3.2: The Airy disc - the di�raction pattern of a round aperture, [27].

3.2 Point spread function

In fact, not only point light-sources are blurred over a small area � also areal
objects are blurred in a certain amount. Every optical system shows this
degradation of the imaged scene � even the human eye. This degradation is
mostly expressed as the Point Spread Function (PSF) of the imaging optical
system. A PSF of a system is a characterization of its quality � it shows,
how focused is a point light-source imaged in the focal plane of the system.

Mathematically expressed, the resulting image g is a convolution of the
original scene f and the optical system's PSF h:

g = f ∗ h (3.2)

There are two main reasons, why every optical system blures imaged
objects with a certain PSF. The �rst one is that light, due to its wave-
nature, di�racts on the aperture of the imaging system (i.e. the tubus of a
telescope, the pupilla of the eye, etc.). As stated in [9], the resulting image of
a single point light-source is a Fourier transformation of the aperture's shape
� in the case of the circular aperture of a telescope, this pattern is called the
Airy disc (see Figure 3.2).

The Airy disc represents a PSF of an ideal imaging system, i.e. with
no imperfections or defects. However, practically every system shows some
imperfections, called �aberrations�, such as spherical and/or chromatic aber-
rations of its pupils, aberrations of the mirror shapes, etc. These aberrations
contribute to the shape of the PSF, therefore the �nal PSF is a combination
of the Airy disc and the aberration. Because the side lobes of the Airy disc
are negligible, and all other aberrations are of stochastic nature, the �nal
PSF has a shape of a Gaussian normal distribution (see Eq. 3.1). Therefore
stars, considered to be single point light-sources, are render in the shape of
this distribution.
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Chapter 4

Focus measures � a review

In this chapter a review of chosen existing focus measures will be given1,
namely the Gray level variance, the Energy of image gradient, the Energy of
Laplacian, a measure based on central moments of the image and a measure
based on the wavelet decomposition.

Unfortunately, none of these measures is suitable for measuring blur in
images of stars, as they have been developed for measuring focus on areal
objects, which cannot be found in an image composed of Gaussian pro�les.
Therefore, a specially developed focus-measure will be used for images of
stars, namely the Strehl ratio measure, described in chapter 5.

On the other hand, focus measures described in this chapter have been
successfully used in this work for measuring focus on planetary images, since
planets are areal objects, good distinguishable from the background. Their
e�ectiveness on planetary images is evaluated in chapter 7.

A good focus measure should satisfy following requirements ([10]):

1. independence of image content

2. monotonicity with respect to blur (e.g. to standard deviation of the
function convolving the original scene) � this requirement, however, is
hard to achieve in general

3. large variation in value with respect to the degree of blurring

4. minimal computation complexity

5. robustness to noise
1For a more exhausting review, see [10].
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4.1 Traditional focus measures

Measuring focus of images is not a new idea. It was �rstly studied by
M. Subbarao in 1992 (see [11]), for purposes of automatic camera focus-
ing. Subbarao proposed several basal focus-measuring techniques, which are
based on the idea of emphasizing high frequencies of the image and measuring
their quantity.

Each of the following measures is expressed in its analytical2 and discrete
form:

1. Gray level variance

Analytical form:

M1 :=

∫ ∫
(g(x, y)− µ)2dxdy

Discrete form:
M1 :=

∑
i

∑
j

(g(i, j)− µ)2

where µ denotes the mean gray level value of image g. Subbarao proved
this measure to be monotonic (with respect to increasing blur) and, for
zero-mean images, equivalent to the image energy in Fourier domain.

2. Energy of image gradient

Analytical form:

M2 :=

∫ ∫ (
∂g(x, y)

∂x

)2

+

(
∂g(x, y)

∂y

)2

dxdy

Discrete form:
M2 :=

∑
i

∑
j

(
g2

i + g2
j

)
where

gi := g(i + 1, j)− g(i, j)

gj := g(i, j + 1)− g(i, j)

2Analytical formulas suppose a continuous image g(x, y).
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3. Energy of Laplacian of the image

Analytical form:

M3 :=

∫ ∫ (
∂2g(x, y)

∂x2
+

∂2g(x, y)

∂y2

)2

dxdy

Discrete form:
M3 :=

∑
i

∑
j

(gii + gjj)

where
gii + gjj := −g(i− 1, j − 1)− 4g(i− 1, j)− g(i− 1, j + 1)

−4g(i, j − 1) + 20g(i, j)− 4g(i, j + 1)
−g(i + 1, j − 1)− 4g(i + 1, j)− g(i + 1, j + 1)

Subbarao proved also M2 and M3 to be monotonic, and showed that both
measures can be equivalently evaluated in Fourier domain as the energy of
high-pass �ltered image ([12]).

4.2 Recent focus measures

In the �rst years of the 21st century, two new techniques for measuring focus
in images appeared. The �rst one was proposed by Zhang et al., 2000 ([13]),
based on central moments of the image. The second one was proposed by
Flusser et al., 2002 ([12]), based on wavelet decomposition of the image.
Both of these measures have been used in this work for evaluating focus of
planetary images. The test results and the comparison with the traditional
M1 gray level variance measure can be found in chapter 7.

4.2.1 Moments measure

A central moment µpq of a continuous image g(x, y), where p,q are non-
negative integers and (p + q) is called the order of the moment, is de�ned as
follows ([14]):

µ(g)
pq =

∫ ∞

−∞

∫ ∞

−∞
(x− x(g)

c )p(y − y(g)
c )qg(x, y)dxdy

where the coordinates (x
(g)
c , y

(g)
c ) denote the centroid of the continuous

image g(x, y):

x(g)
c :=

∫∞
−∞

∫∞
−∞ x · g(x, y)∫∞

−∞

∫∞
−∞ g(x, y)

(4.1)
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similar for y.
The proposed measure is based on the theoretical results of Flusser and

Suk, who have shown, as stated in [12], that even-order moments change
under blur (while odd-order moments are blur-invariant).

As it has been stated in section 3.2 Eq. 3.2, an image g might be expressed
as a convolution of the original scene f and the PSF h of the image-acquiring
system:

g = f ∗ h

where h is �energy preserving�, i.e.∫ ∞

−∞

∫ ∞

−∞
h(x, y)dxdy = 1. (4.2)

Considering the relationship of the central moments of g, f and h (see
Eq. (3.7) in [13])

µ(g)
pq =

p∑
k=0

q∑
l=0

(
p

k

)(
q

l

)
µ

(h)
k,l µ

(f)
p−k,q−l ,

the central moment µ
(g)
20 of the image g can be expressed as

M4 := µ
(g)
20 = µ

(f)
20 + µ

(f)
00 µ

(h)
20

since µ
(h)
00 = 1 (see Eq. (4.2)). Since µ

(f)
20 and µ

(f)
00 are always the same for

each g, M4 is indeed a measure of the blur h convolving the original scene.
Unfortunately, this method has one strong limitation � it can be shown

([13]), that the boundary e�ect (i.e. arti�cial edges on the image border,
when periodically extended) strongly deteriorates the monotonicity of this
measure. However, on zero-background (or constant-background) images this
measure performs well. Therefore, in this work images have been thresholded
by an appropriate value (e.g. by value 2µ, where µ is the mean of the image),
before applying the moments-measure on them.

Note, that M4 is a blur-measure (i.e. grows with blur), rather than a
focus-measure (i.e. descends with growing blur). Well-focused images are
therefore found under those with the lowest M4 evaluation.

The blur measure used in this work was �nally the expression

µ
(g)
20 + µ

(g)
02

µ
(g)
00

,

i.e. it was normalized by the total sum of g. The MATLABr-code for
this measure was kindly lend by prof. Flusser, the supervisor of this Master
thesis.

18



4.2.2 Wavelet measure

As it has been mentioned before, the wavelet focus measure was proposed by
Flusser et al. in 2002 ([12]), making use of the Discrete wavelet transform
(DWT) of the processed image. DWT is exhaustingly described in the book
[15]; however, for understanding of the measure being described it is impor-
tant to know, that DWT examines contributions of certain frequency bands
at a certain location on the image. The result of a DWT of an image is a
set of coe�cients expressing which frequency bands generates which areas of
the image3, roughly speaking.

The resulting DWT-coe�cients can be divided into a low-pass band lw(g)
and several high-pass bands, collectively denoted as hw(g), where w denotes
the used mother wavelet and g the decomposed image. In this implementa-
tion, the Daubechies D4 wavelet transform was used (see e.g. [16]), with the
decomposition depth equal to 4, which means that one low-pass band and 12
high-pass bands are produced per image.

The used wavelet focus measure is then a measure of the high-pass bands,
divided by the measure of the low-pass band:

M5 :=
||hw(g)||
||lw(g)||

where the norm || · || is the traditional Euclidean norm, i.e. ||f || :=√∑
i f(i)2.

The argument, why should M5 be a measure of focus, is, that the high-
pass bands hw(g) contain large coe�cients only where the image is focused
(and will therefore increase the value of M5), while smooth areas of the
processed image contribute to higher coe�cients in the low-pass band lw(g)
(and will decrease the value of M5).

The MATLABr-code for the wavelet focus measure was again kindly lend
by prof. Flusser.

3Therefore, DWT can be understood as a sort of generalization of the classic Fourier
transform (FT), as FT examines concrete frequencies generating the whole image.

19



Chapter 5

Strehl ratio � a focus measure for

star images

This chapter introduces a focus measure designed for astronomical images
containing only stars. As it has been stated in section 3.1, stars are rendered
as Gaussian �hats� (see Fig. 3.1) � therefore, the focus of such images cannot
be measured by traditional approaches (listed in chapter 4), which rely on
edge appearance in the processed images. Instead, a new focus-measure must
be found, which makes use of the Gaussian pro�les present in the image.

The Strehl ratio1 is such a measure. It is based on the idea, that on
well-focused images, stars are rendered as narrow spikes, while on blurred
images, the rendered Gaussian pro�le is �wider�, i.e. it has a larger support
(in a rede�ned manner, since the support of a regular Gaussian distribution
is the whole real axis). The Strehl ratio is then, roughly speaking, computed
as a ratio of the sensed Gaussian pro�le and a pre-computed ideal pro�le (i.e.
the PSF of the telescope, see 3.2). This ratio is therefore always in the range
(0, 1).

Before giving the exact de�nition of the Strehl ratio and the descrip-
tion of the algorithm for computing it, three auxiliary algorithms have to be
introduced: the �Kappa-sigma algorithm� (section 5.1) used for star detec-
tion, the star centroid computation algorithm (section 5.2), and the star �ux
computation algorithm (section 5.3).

The overall work-�ow of the strehl-computation algorithm can be seen in
section 5.4.

1Firstly described by Karl Strehl (1864 � 1940), see [17].
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Figure 5.1: Morphological erosion and dilatation: the binary images M , Me

and Md.

5.1 Star detection � the Kappa-sigma clipping

algorithm

The Kappa-sigma clipping algorithm (KS) segments individual stars in the
input image. More precisely: The input of the algorithm is a digital image g
of size NxM and a real threshold parameter κ (in this implementation set to
the value 5). The output is a set of �blobs�, i.e. sets of pixels β ⊂ g, together
with their centroids [iβ, jβ]. Each blob β represents an estimation of an star
area, while the centroid [iβ, jβ] of a blob β represents the �rst (and rough)
estimation of the star center, which will be later used to compute a more
precise star-center estimation.

The KS algorithm works as follows:

1. µ := median value of g

2. σ := 1
NM

N∑
i=1

M∑
j=1

|g(i, j)− µ|

3. Create a binary image M of the image g, by thresholding it with the
value κ · σ 2:

M(i, j) :=

{
1 if g(i, j) > κ · σ
0 otherwise

4. Perform a morphological erosion and dilatation on image M to close
all regions smaller than 3x3 and to cut o� little salient pixels at the
edges of the blobs (see Fig. 5.1) and store the result into the binary
image Md:

Erosion � the image M is scanned for enabled pixels (m(i, j) = 1),
which are surrounded in all directions by enabled pixels, too. Only
these �fully surrounded pixels� will be copied into the eroded bi-
nary image Me.

2This is the reason of the procedure's name.
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Dilatation � each enabled pixel in the image Me is copied in all of the
8 directions into the resulting dilatated binary image Md.

5. In the binary image Md, use a �ood-�ll algorithm to label all 4-neighbor
connected zones by a unique integer label. At the end of this �ood-�ll,
pixels of the same label represent the same blob β.

6. For each β, compute the average of its coordinates [iβ, jβ] as follows:

iβ :=

∑
(i,j)∈β i∑
(i,j)∈β 1

and jβ :=

∑
(i,j)∈β j∑
(i,j)∈β 1

.

5.2 Star centroid computation

This algorithm is designed to compute the star centroids more precisely than
in the KS algorithm. It is simply the centroid (see Eq. (4.1)) of the pixels
forming the star. The only problem in this step is to determine precisely the
pixels forming the star, or in other words, the area of the star.

Theoretically, the PSF of a telescope distributes light from a star over
an unbounded domain. In practice however, the valuable signal ends up in
the noisy background not far from the star center (see Fig. 3.1 on page 13).
Therefore, the area of a star is de�ned as a circle with the the center in
the star peak and the diameter equal to the Full Width at Half Maximum

(FWHM). FWHM of a star is de�ned to be the di�erence between the two
values x1, x2 of the star s, at which s(x1) = s(xs) = 1

2
smax, where smax

denotes the maximum value of s (see Fig. 5.2).

Figure 5.2: Full Width at Half Maximum, [32]

Note that FWHM is a directional-dependent characteristic � there might
be di�erent FWHM's computed from the row-pro�le of and from the column-
pro�le of a star. However, on well-fabricated optical systems, FWHM is
almost equal in all directions, and the average FWHM value is presented as
a parameter of the telescope. For the telescope, which acquired the processed
data (see appendix B), the value was FWHM = 3 pixels.
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The center of the FWHM-circle should be ideally the star centroid, which
will unfortunately be known �rstly at the end of this algorithm. Therefore,
only the estimation [iβ, jβ] computed in the KS-algorithm 5.1 is taken to be
temporarily the center of the FWHM-area.

Before computing the exact centroid of the FWHM-area, its values must
be lessen by the average background, i.e. the additive noise nβ. The average
background is computed from the ring R([iβ, jβ], 2θ, 3θ), where θ is the half
amount of the given FWHM. If the substraction would produce a value less
then zero, zero is considered to be the di�erence.

The algorithm can �nally be described as follows:

1. nβ := average of ring R([iβ, jβ], 2θ, 3θ)

2. Aβ := Circle ([iβ, jβ], θ)

3. compute the precise centroid [iβ, jβ] of Aβ:

iβ :=

∑
(i,j)∈A i ·max(g(i, j)− nβ, 0)∑

(i,j)∈A max(g(i, j)− nβ, 0)

similar for jβ.

5.3 Star �ux computation

Star �ux is the total sum of all intensity values lying in the area of the
star. Again the area is considered to be a circle of radius FWHM/2, the
center, however, is now the precise centroid [iβ, jβ] computed in the previous
algorithm 5.2.

The algorithm works as follows:

1. n′β := average of ring R([iβ, jβ], 2θ, 3θ)

2. A′
β := Circle ([iβ, jβ], θ)

3. compute the total �ux βflux of A′
β:

βflux :=
∑

(i,j)∈A′
β

max(g(i, j)− n′β, 0)

where θ = FWHM/2.
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5.4 Strehl ratio computation

As mentioned before, the computation of the Strehl ratio of an image is based
on the comparison of the sensed pro�le of a star (concretely of the star with
the largest �ux) with the ideal pro�le, acquirable by the given telescope.
There exists a method M, based on the article [18], how to compute this
ideal pro�le, i.e. the pure PSF of the optical system. The exact description
of this method is outside the scope of this work, however, it might be stated,
that the input of this algorithm is a set of the telescope's characteristics: the
radius of the primary and secondary mirror, the pixelscale (i.e. how many
arcseconds of the celestial sphere represents one pixel) and the characteristic
of the used light-�lter (i.e. its central wavelength and width). The output
of this algorithm is a function called the Optical Transfer Function (OTF),
what is nothing else then the Fourier image of the system's PSF. Therefore,
an inverse Fourier transformation is applied to the OTF, to obtain the �nal
PSF of the telescope.

Having introduced the algorithms 5.1 (�KS�), 5.2 (�Cen�), 5.3 (�Fl�) and
M, the �nal work-�ow of the Strehl ratio computation algorithm can be
described as follows:

• Input: image g, a threshold parameter κ, and a set of telescope char-
acteristics (see above).

1. B = {β} := KS(g, κ); //detect blobs on image

2. for each β ∈ B: [iβ, jβ] := Cen(β); //compute centroids

3. for each β ∈ B : βflux := Fl(β, [iβ, jβ]); //compute �uxes

4. β̂ := argmaxβ(βflux); //retrieve β with largest �ux

5. β̂max := max(β̂); //�nd maximum brightness value of β̂

6. Generate the telescope's PSF, using the algorithm M and the input
characteristics of the telescope.

7. pmax := max(PSF)

8. pflux :=
∑

∀(i,j) PSF(i, j)

9. Normalize maximums by �ux and compute their ratio:

qg :=
β̂max

β̂flux

/pmax

pflux

• Output: the strehl ratio qg ∈ (0, 1) of the image g.
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The code in the C programming language was overtaken from the ECLIPSE
library, [19], deeply revised, and adopted for use on the target telescope.
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Chapter 6

Image registration

As to �image registration� it is referred to a process of assembling two or
more input images of the same scene into one output image. In general, the
images might be taken at di�erent times and/or by di�erent sensors (visible
light, infrared, X-ray, etc.). The task in the image registration process is
then to �nd the proper space matching (i.e. to �nd mutual shift, rotation,
scale, skew, etc.) of these images and to combine the pieces of information
stored in them into a single output image.

As it has been mentioned in chapter 2, one of the two goals in this thesis
is to �nd and use a suitable registration method for previously chosen well-
focused astronomical images.

A broad survey on image registration techniques, done by J. Flusser and
B. Zitová in 2003 ([20]), de�nes two main categories, into which all registra-
tion techniques might be classi�ed:

1. Feature-based methods

2. Area-based methods

Methods of the �rst category are, as the name implies, based on �fea-
tures�, that might be detected in the input image, like various edges, corners,
signi�cant regions, etc. Features detected in the input images are matched
on correspondence, whereupon the geometrical transformation of the input
images is designed. The images are then transformed and re-sampled, and
�nally combined in some manner (e.g. by averaging, summarizing, etc.).

In contrast, methods from the latter category do not search for any salient
features in the input images. Rather, the content of the window of a pre-
ferred size or even the whole image is used for the geometrical transformation
estimation. Inside this category, some four sub-categories can be de�ned,
namely: Cross-correlation methods, Fourier methods, Mutual information
methods and Optimization methods.
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All mentioned image registration methods of both categories search in
the �rst step for mutual geometrical alignment of input images, while in the
second step they perform pixel averaging (or similar value-combination). In
the case of astronomical images of stars, the �rst step might be omitted, as
the mutual position of the individual input images is known � for each image,
its localization on the celestial sphere (the so-called WCS, see section 6.1)
is pre-computed at image acquisition time. Therefore, registration of images
of stars consist only of transforming (re-sampling) them and averaging them
� this processing is done by the adopted software package �Montage� (see
section 6.2), used for registration of images of stars.

For registration of planetary images, two approaches have been used:
again the Montage method, as in the case of stars, and the Cross-correlation
method (see section 6.3).

6.1 World Coordinate System

The World Coordinate System (WCS) is a way to de�ne the position of an
astronomical image on the celestial sphere. What is more, it is a way to
map each single pixel of the image to a point on this sphere. Basically, it
is a set of keyword-value pairs statements, carried as a sort of meta-data
together with the image data in each �le. The original paper [21] de�nes
WCS-keywords for expressing various projections and general picture trans-
formations (a�ne transformation, skew, etc.). In this section, only keywords
used by the software of this work are described.

A location of an object on the celestial sphere, known as �astrometry�, is
mostly given in the so-called Equatorial coordinate system, which is a pro-
jection of the Earth's latitude and longitude onto this sphere. It is expressed
as a couple [δ, α] called declination and right ascension (or shortly rectas-
cension), given originally in arc degrees and hours, respectively, although in
many implementations α is expressed in degrees, too. The zero point of this
system is taken to be at the vernal equinox, a point derived from the yearly
sun path on the sky1. Declination increases in the northward, right ascension
in the eastward direction.

These two coordinates δ and α are stored in the picture-�le under the
keywords CRVAL1 and CRVAL2, expressing which area of the sky has been
photographed. To be concrete, only one single pixel (called the �reference
pixel�) of the image is of this precise location � mostly the center of it, al-
though in some cases it can be a di�erent pixel on the image (for example
when viewing a certain sub-area of the image). The coordinates of the refer-

1Though this point slowly moves through the centuries, due to Earth's precession.
Therefore an �epoch�, i.e. a time reference has to be attached. See [22] for a deeper
explanation.
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Figure 6.1: Gnomonic projection: the points P1 (and P2) are mapped from
the sphere surface through the sphere's center O to the point P onto a plane
tangential to the sphere (touching the sphere at point S), [28].

ence pixel in the image pixel array are stored under the CRPIX1 and CRPIX2
keywords.

They are two possibilities, how to compute the equatorial coordinates
[δ =CRVAL1, α =CRVAL2] of the reference pixel (CRPIX1, CRPIX2). The
�rst possibility is to detect at least three so-called reference stars on the
picture, i.e. stars with well-known equatorial coordinates, and derive the
CRVAL1, CRVAL2 values by some simple triangulation of those coordinates.

The second possibility, how to compute the WCS of the acquired image,
is used when no reference stars are present on the acquired image. In such
case, the aim of the telescope (given in declination and rectascension) at
image acquisition time is taken and the position of the star of interest in the
pixel array is added. This method is however much more inaccurate than
the �rst one.

For deducing how the equatorial coordinates [δ, α] of all other pixels are
obtained, it �rstly has to be stated, that the projection of the celestial sphere
to the imaging plane, done by the optical instrument, is not linear. More
likely, it is a tangential (gnomonic, rectilinear) projection, as de�ned in [28],
which maps points of sphere surface to a tangential plane (see Fig. 6.1).

If now a matrix of partial derivations of each world coordinate axis (δ and
α) with respect to each pixel coordinate axis (i and j), called the Jacobian,
is computed, then the equatorial and pixel coordinates for each pixel are in
following relationship:

(
∆δ
∆α

)
=

 ∂δ
∂x

∂α
∂x

∂δ
∂y

∂α
∂y

 (
∆x
∆y

)
where (∆x,∆y) is the displacement in pixels from the reference pixel
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(CRPIX1, CRPIX2), and (∆δ,∆α) is the displacement in arc degrees from
the world coordinate (CRVAL1, CRVAL2).

The Jacobian matrix is stored in the image �le under the keywords
CD1_1, CD1_2, CD2_1 and CD2_2. Although some older images contain
instead the keywords CROTA to express the rotation of the image towards
the north, and the keywords CDELT1 and CDELT2 to express the world
coordinate increment at the reference point, the WCS de�nition document
[21] recommends using only CDi_j keywords in all new implementations.

6.2 Registration of images of stars

Having described the World Coordinate System used to localize images of
stars on the celestial sphere, the algorithm of their registration can now be
introduced. As it has been mentioned before, images of stars are registered
by the adopted Montage software system [23], which is designed and opti-
mized for assembling astronomical data into mosaics. Montage produces the
resulting image in three following steps:

1. Image re-projection � all images are re-projected to the position of the
further �nal image

2. Common background estimation � di�erences in background value of
the individual input images are levelled (equalized)

3. Image composition � �nal image is assembled from the re-projected,
background-corrected input images

6.2.1 Image re-projection

In the very �rst step, each input image gi is re-projected to an image gr,
so that all re-projected images are of the same spatial scale, rotation and
gnomonic projection (i.e. are projected on the same tangential plane, see
�gure 6.2). In other words, the re-projected image is meant to be as close
as possible to a picture, which would have been created, if the sky had been
observed using an instrument with the �nal image's pixel pattern.

As it has been stated in section 6.1, a gnomonic projection is a projection
of a sphere's surface to a tangential plane, through the sphere's center. In
�gure 6.2 a single line connects the sphere's center, the original pixel i and its
projection t(i) onto the plane T . As stated in [23], this geometric relationship
of both tangential planes might be described by transformation equations
between the two planar coordinate systems, which require no trigonometry
or extended polynomial terms.
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Figure 6.2: Image re-projection. Each input image gi is re-projected to the
same tangential plane T , [33].

After each pixel i of the input image gi has been re-projected to the pixel
t(i), the values of the pixels r of the resulting re-projected image gr have
to be determined (as the projections t(i) mostly do not �t into the pixel
grid of gr). In this determination, it is very important to preserve the total
energy �ux of the stars as well as their astrometric positions ([δ, α]), if a
meaningful astronomical image is desired. Traditional re-sampling methods,
such as nearest neighbor and similar are therefore highly inadequate. Instead,
Montage redistributes the input pixel energy to the resulting pixel r based
on the exact overlap of these both pixels (see Fig. 6.3). The total energy of
the resulting pixel is a sum of energies of all input pixels weighted by this
overlapping area, formally:

vr =
∑

r∩t(i) 6=∅

vi · sr∩t(i) (6.1)

where:

- i, resp. r denotes the input, resp. resulting pixel

- vi, resp. vr denotes the brightness value of pixel i, resp. r

- t(i) denotes the re-projected input pixel

- sr∩t(i) ∈ [0, 1] denotes the size of the overlapping area
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Figure 6.3: The energy of the output pixel r of the re-projected image gr is
proportional to the size of the overlapping area sr∩t(i) of this pixel and the
projection t(i) of the original pixel i, [33].

6.2.2 Common background estimation

Before the re-projected images gr are assembled into a �nal output image,
they must be corrected for having the same background level. Montage as-
sumes, that the background di�erences between the individual images can
be described by a �rst-order surface (i.e. a slope + o�set) � more compli-
cated background changes cannot be handled with the described background-
matching algorithm.

In principle, the correction algorithm is simple: for each image gr, �rstly
the set of overlapping areas with the image and its neighbors is determined.
Afterwards, each overlapping area is transformed into a di�erence frame (the
brightness values of the neighboring image is substracted from the values of
the processed image). These di�erence frames are then used in a least-square
�t estimation to derive the background correction, which is then used in a
half amount to correct the actual background of the processed image (since
the neighbors will be processed and corrected, too).

In the present implementation, this process is iterated over all images,
until di�erences for all images becomes appropriately small. The result is a
set of images with a common background, ready for assembling.

6.2.3 Image composition

Re-projected and background-corrected images can now be assembled into
the �nal registered image gf . As it has been mentioned before, it is important
to derive the correct energy for each of the �nal pixels, so that the total star-
�ux as well as astrometric positions for the imaged stars are preserved.

Therefore, in the process 6.2.1 of image re-projection, when the energy
contribution of input pixels are weighted by the area of overlap (see Eq. 6.1),
also a cumulative sum Sr of these areas is stored, for each of the resulting
pixels:
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Sr =
∑

r∩t(i) 6=∅

sr∩t(i)

The total energy of the pixels f of the �nal image gf is then normalized
by this cumulative sum:

vf =

∑
c∼f

vc

Sr

=

∑
r∼f

vr∑
r∩t(i) 6=∅

sr∩t(i)

(6.2)

where

- vc is the value vr from Eq. (6.1) corrected by the background-matching
algorithm 6.2.2

- c ∼ f denotes that the background corrected pixel c corresponds to
the pixel f (i.e. has the same location in the pixel array) of the �nal
image.

6.3 Registration of planetary images

For the registration of images of planets, two di�erent approaches have been
used and compared (see chapter 7 for test results): the Montage method, as
described in section 6.2, and the Cross-correlation method (CC), which will
be described here.

6.3.1 Correlation

The CC registration method is based upon computing statistical correlation
between chosen areas on the two images, that should be aligned. Correlation
%(X, Y ) is a statistical function, measuring the �similarity� of two random
variables, X and Y , or more precisely, their linear dependency:

%(X, Y ) :=
cov(X, Y )√

var(X)
√
var(Y )

∈ [−1; 1], (6.3)

where cov(X, Y ) := E((X −EX)(Y −EY )) is called �covariance� of the
two variables X and Y , and var(X) = E(X − EX)2 is the �variance� of the
variable X. For completeness, EX is the mean value of X, i.e. EX :=∫

XP (X) where P is the distribution function for X.
Correlation in Eq. (6.3) is de�ned for random variables. In the case

of discrete random variables (i.e. the domain is a discrete set), X and Y
are vectors. Images (and their sub-windows) can be considered to be such
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vectors. Having two equally-sized image windows W and W ′, their covariance
is de�ned as

cov(W, W ′) :=
1

NM

N∑
i=1

M∑
j=1

(W (i, j)− E(W ))T (W ′(i, j)− E(W ′))

and variance to

var(W ) :=
1

NM

N∑
i=1

M∑
j=1

(W (i, j)− E(W ))2.

Thus, the correlation of the image windows W and W ′ can be computed
as

%(W, W ′) =

∑N
i=1

∑M
j=1(W (i, j)− E(W ))T (W ′(i, j)− E(W ′))√∑N

i=1

∑M
j=1(W (i, j)− E(W ))2

√∑N
i=1

∑M
j=1(W

′(i, j)− E(W ′))2

,

since Eq. 6.3 holds.
As stated in Eq. (6.3), correlation is bounded by −1 and 1. The value

1 denotes full linear dependency and same orientation of the two vectors.
The value −1 also denotes their full linear dependency, but with opposite
orientations. Value 0 means that the two vectors are perpendicular to each
other. Note the similarity with the cosine function of an angle between two
Euclidean vectors, which can be computed as

cos(φ) :=
< ~u,~v >

||~u|| · ||~v||
,

where φ is the angle between vectors ~u and ~v, and < ~u,~v > is their inner
product2.

6.3.2 Cross-correlation registration

Having described the correlation of two vectors, the CC-registration method
can be introduced. Consider two images, g1 and g2, which are to be registered
(see Fig. 6.4). A salient object, or structure is chosen in the image g1 and
clipped to a window W1. Now the occurrence of this window in the image g2

is searched. That is done by aligning the window W1 on the image g2, what
de�nes a sub-area W2 ⊂ g2. The correlation of W1 and W2 is computed and
stored. After all correlations of all possible alignments have been computed

2Indeed, correlation of two random vectors can be considered as a sort of cosine func-
tion in the Hilbert space, having the inner product of X and Y de�ned as < X,Y >:=
cov(X, Y ), what means that the norm is de�ned to ||X|| :=

√
var(X).
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Figure 6.4: The Cross-correlation algorithm. Window W2 aligned at [i0; j0]
has a lower correlation with window W1 as window W ′

2, aligned at [i1; j1].

(and form a matrix C indexed by the individual alignments), the maximum
correlation is searched � it indicates the occurrence of W1 in g2 and the
mutual integer shift of g1 and g2 can be derived.

Note that CC is suitable for the registration of mutual shifted images
only; no rotation, scale etc. is examined. However, this is not a limitation
for the processed data, as during the acquisition time the rotation of the
scene is insigni�cant and no other deformations of the images are present.

Do derive a non-integer mutual shift of images g1 and g2, a sub-pixel
interpolation of the input images has to be performed. However, this makes
sense only if the maximum in the correlation matrix C is �sharp�, i.e. is
signi�cant in value relative to its neighborhood. That was not the case when
registering data processed within this work: as shown on Fig. 6.5, no sharp
maxima were present in the matrix and therefore no sub-pixel accuracy has
been performed in the CC-registration algorithm.

Figure 6.5: The correlation matrix C. No sharp maxima were detected.
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Chapter 7

Experiments and tests

In order to attain the thesis goals (see section 2 on page 11), i.e. to choose
a suitable focus measure and registration technique and in order to measure
the performance of the choice, several tests have been done. It has to be
proven, that on the processed data the introduced focus-measures perform
well, and that the registration technique improves the angular resolution of
the given telescope.

Unfortunately, during the works on this thesis many technical problems
arose on the observatory in Granada, Spain and its telescope IR (see appendix
B) delivering data for this work1. Due to these problems, very little real data
could have been obtained and processed by the produced LI-software. This
lack of data results therefore in a poor exploration of the software perfor-
mance and its abilities.

However, some tests have been done, and as will be shown in this chapter,
they are more or less promising (although no angular resolution enhancement
has been achieved). Nevertheless, much more testing must be done in the
future (see chapter 8 for future works proposals) to tune-out the software
and use it for the desired goal � angular resolution enhancement comparable
to adaptive optics or space-based telescopes.

7.1 Experimental part

In this part, the results of controlled experiments are presented. Arti�cially
and naturally defocused data are measured by the focus-measures described
in chapters 4 and 5 in order to demonstrate their performance and limita-
tions. In the case of planetary focus measures M1 (gray level variance), M4

(moments-measure) and M5 (wavelet measure), a �best� one has to be chosen

1One dataset has been therefore acquired by the WATCHER telescope, placed in the
Republic of South Africa, see appendix B.
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(a) ζ-Bootis negative. (b) Pro�le of
row with largest
brightness value.

Figure 7.1: Negative of ζ-Bootis and its row-pro�le. Original brightness
values of the star range from 0 to 28386.

to be used in the LI-software. The criterion will be the discriminability, i.e.
variation of values with respect to blurring.

7.1.1 Arti�cial blurring

The arti�cial blurring of data should con�rm, that the focus-measures satisfy
the requirements stated in chapter 4 (page 15), foremost monotonicity. The
focus-measures are not tested on blurred arti�cial data, as they performance
are described in the referenced sources. Rather the applicability on real
data is examined, therefore the measures are applied on arti�cially blurred
images of stars and planets. In the �rst experiment, both types of images are
convolved by a growing square mask, in the second experiment by a Gaussian
mask.

Images of stars

The experiment has been done on the image of the star ζ-Bootis (Fig. 7.1(a))
in the Bootes-constellation. It is a double-star, i.e. it is composed of two
stars rotating around common gravitational barrycentrum (with a period of
123 years, [29]). Both individuals are on the sky less than one arc second
apart. As stated in appendix B, the pixelscale of the IR-telescope is 0.69
arcseconds/pixel, what means, that ζ-Bootis takes in the ideal case less than
1.5 pixel on the image. As can be seen on Fig. 7.1(a), the area taken by
ζ-Bootis is approximately 4-5 pixels in the south-east direction, which is
caused by the atmosphere turbulation and a relative long exposure time of
the IR-camera (250 ms, i.e. the frame rate is 4 FPS).
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(a) Mask size: 1x1. (b) Mask size: 5x5. (c) Mask size:
10x10.

(d) Mask size:
20x20.

Figure 7.2: Row pro�les of ζ-Bootis after convolution with square mask of
growing size.

Figure 7.3: The strehl ratio of square-convolved images of ζ-Bootis. Mono-
tonicity is strongly deteriorated after the mask is greater than 9x9.
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(a) Mask size: 1x1. (b) Mask size: 5x5. (c) Mask size:
10x10.

(d) Mask size:
20x20.

Figure 7.4: Row pro�les of ζ-Bootis after convolution with Gaussian mask
of growing size.

Figure 7.5: The strehl ratio of gauss-convolved images of ζ-Bootis. Mono-
tonicity is relatively well retained, although three breaches can be observed
(at mask size 3, 6 and 15-16).
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(a) Saturn negative. (b) Column
pro�le.

Figure 7.6: (a) A typical picture of Saturn processed in this thesis (a neg-
ative). Red marked column is imaged on (b). Original brightness values of
the imaged picture range from 0 to 7917.

The convolution with a growing square mask results as expected in a
weaken contrast and a larger FWHM of the imaged star (see Fig. 7.2). The
strehl ratio of such convolved stars can be seen on Fig. 7.3. The graph looses
its monotonicity for masks larger than 9x9. Square convolution, however,
does not approximate atmospheric turbulations very truly, therefore this bad
result is not surprising.

A Gaussian mask convolution does a better approximation of these tur-
bulations. As can be seen on Fig. 7.4, again the contrast of row-pro�les
are weaken by the growing mask size, but the degradation is slower and the
FWHM of the star does not change so signi�cantly as in the case of square
mask convolution. The Strehl ratio of such convolved images can be seen on
Fig. 7.5, where a much better monotonicity can be observed, although three
times distorted.

Images of planets

The only planet available for the experiments and tests in this work is Saturn.
In spring 2007, when the datasets were shot, it was 1, 4.109 km from Earth
away, what means that it took approximately 17.5 arcseconds on the sky.
With the same pixelscale 0.69 arcseconds per pixel it means, that on the
processed pictures, Saturn was 25-26 pixels in diameter (taken without the
rings). A typical picture of Saturn processed within this work is shown on
Fig. 7.6(a).

Saturn has a signi�cant exoplanetary structure � its rings. Therefore the
examined column is not that with the largest value, as it has been in the case
of ζ-Bootis, but such a one, which comprises the planet as well as the rings
(see Fig. 7.6(b)).

Convolution with square mask again causes heavy damage, which makes
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(a) Mask size: 1x1. (b) Mask size: 5x5. (c) Mask size:
10x10.

(d) Mask size:
20x20.

Figure 7.7: Column pro�les of Saturn after convolution with square mask of
growing size.

Figure 7.8: The measures M1, M4 and M5 applied to the square-convolved
images of Saturn. Monotonicity of all three measures is undistorted. Note
that M4 is a blur measure and originally grows with growing mask-size � here
the values of M4 have been reverted (maximum value became minimal and
vice versa).
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(a) Mask size: 1x1. (b) Mask size: 5x5. (c) Mask size:
10x10.

(d) Mask size:
20x20.

Figure 7.9: Column pro�les of Saturn after convolution with Gaussian mask
of growing size.

Figure 7.10: The measures M1, M4 and M5 applied to the gauss-convolved
images of Saturn. Monotonicity of all three measures is undistorted. Note
that M4 is a blur measure and originally grows with growing mask-size � here
the values of M4 have been reverted (maximum value became minimal and
vice versa).
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Figure 7.11: Natural defocusation: positions a and c are extreme displace-
ments of imaging plane from the focal plane (position b).

Saturn unrecognizable already by a mask with size 10x10 (Fig. 7.7). Never-
theless, all three focus-measures M1, M4 and M5 are perfectly monotonical,
although M5 little bit stepwise (Fig. 7.8).

Gaussian masks are again less destructive to the image content as can
square masks (see Fig. 7.9. This results in a better, smoother performance
of the measure M5 against square convolution (Fig. 7.10).

In both cases (square and gauss mask convolution) the M5 measure shows
slightly better discriminability as M1 and M4. If this property of M5 will be
preserved in further tests, it is a good candidate to be the focus-measure
used in the �nal LI-software.

7.1.2 Defocusation

The third experiment is similar to the �rst two (square and gauss mask convo-
lution), except that the focus-measures are being run on naturally defocused
data. Natural defocusation is obtained, when the image plane is displaced
from the focal plane of the telescope (Fig. 7.11). Datasets processed in fol-
lowing experiments have been obtained by taking several tens of photographs
of the observed object with a moving imaging plane. In the beginning the
imaging plane is behind the focal plane (position a on Fig. 7.11), then slowly
moves towards the focal plane, passes it (position b on Fig. 7.11) and �nally
ends up in front of the focal plane (position c on Fig. 7.11). The data taken
are therefore at the beginning strongly defocused, than grow on focus, ap-
proximately in the middle of the way they are perfectly focused, and then
again loose focus to �nally end up again strongly defocused. The value of
the imaging plane position of the given photograph is stored in the keyword
FOC_POS in the meta-data �le header � this keyword is therefore used also
in the future text to reference the imaging plane position.

A good focus measure should be, so-called, unimodal on such data, i.e. it
should reach one and only one maximum.
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Figure 7.12: Object with fourth largest strehl (0.539898) is too defocused
(imaging plane position 9809).

Images of stars

The experiment has been done on images of RX-CRUX, which is a single
star in the constellation Crux in the southern hemisphere acquired by the
WATCHER telescope. FOC_POS ranges from 9609 to 10609 with a step
of 20 units. The focal plane of the telescope is at FOC_POS = 10060,
therefore the focus measure should reach its maximum as close as possible
to this position.

Strong defocusation of point light-sources produces well-known �donuts�,
as seen on Fig. 7.13. Such �donuts� do not satisfy requirements on the shape
of a star, i.e. they can not be approximated by a Gaussian �hat� (see Eq.
(3.1) on page 13 for a more precise de�nition). Therefore their strehl ratio is
unpredictable, as subareas considered to be stars can achieve good ratios of
peaks relative to their extent, which is the cause of a good strehl.

Fig. 7.14 shows the evaluation of strehl ratio due to the defocusation. The
computed maximum at FOC_POS = 10129 does not perfectly agree with
the expected maximum at FOC_POS = 10060. Monotonicity is relatively
preserved in the range of FOC_POS ∈ [9909; 10389]. Outside this range,
defocusation is too strong, and the strehl ratio is a false computation. The
object causing second spike from the left (imaging-plane position 9809) is
shown on Fig. 7.12 � it is a too defocused �donut�.

Images of planets

For the experiment on naturally defocused planets, again only the planet
Saturn is available, however in three di�erent datasets. The �rst dataset �A�,
taken on 27.02.2007 is a good sequence of images with FOC_POS ranging
from 7440 to 8722 with a step of cca. 10-12 units2. As can be seen on Fig.
7.15, defocusation stops growing by positions more than 200 units away from
the focal plane. The focal plane of the telescope is at cca. FOC_POS = 8100,
therefore maximal values of focus measures are expected at this point.

2The inaccuracy of the step size is of hardware origin.
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(a) Position of imaging
plane:10129

(b) Position of imaging
plane:10229

(c) Position of imaging
plane:10329

(d) Position of imaging
plane:10429

(e) Position of imaging
plane:10529

Figure 7.13: Natural defocusation of RX-CRUX. Typical �donuts� can be
seen on high defocusation.

Figure 7.14: The strehl ratio of natural defocused RX-CRUX dataset. The
ideal position of the imaging plane is 10060 (vertical line).
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(a) Position of
imaging plane: 8100

(b) Position of
imaging plane: 7900

(c) Position of
imaging plane: 7685

(d) Position of
imaging plane: 7463

Figure 7.15: Natural defocusation of Saturn (dataset A). The di�erences
among strongly defocused images (c and d) are minimal.

Figure 7.16: The measures M1, M4 and M5 applied to naturally defocused
Saturn images (dataset A). The ideal position of the imaging plane is 8100
(vertical line).
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Figure 7.17: The measures M1, M4 and M5 applied to naturally defocused
Saturn images (dataset B). The ideal position of the imaging plane is 8250
(vertical line).

Figure 7.18: The measures M1, M4 and M5 applied to naturally defocused
Saturn images (dataset C). The ideal position of the imaging plane is 8050
(vertical line).
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Fig. 7.16 shows the evaluation of M1, M4 and M5 on the dataset A:
monotonicity and unimodality (only one maximum) is well preserved, and
all three evaluations are approximately of the same shape. All measures
agree in the computed maximum (FOC_POS = 8041), although it does not
match the expected maximum (FOC_POS = 8100) exactly. As in the case
of mask convolutions, M5 again shows best value variation.

The second dataset �B� has been taken on 1.5.2007. Saturn is rendered
much more weaker than in other datasets and the images contain also more
noise, due to a di�erent camera con�guration. FOC_POS ranges from 8050
to 8397 with a step of cca. 4 units, where position 8250 is the position of
the focal plane. The evaluation of the three measures M1, M4 and M5 on
this dataset is shown on Fig. 7.17: perhaps due to a greater Signal-to-noise
ratio the monotonicity is much more distorted than in the case of dataset
A. Also unimodality is breached (two spikes can be observed). However,
measures agree more or less in their shapes, what supports the thesis of bad
data (and not bad measures). Note that dataset B has a smaller range of
FOC_POS than dataset A, what means it shows a more detailed segment of
the evaluation (i.e. in a greater �zoom�).

The third dataset �C� is a set of pictures, where each 10 consecutive
images have the same FOC_POS value. Each image is evaluated on focus,
and then the values of the given type (M1, M4 or M5) are averaged. It is
a attempt to eliminate the instability of the monotonicity due to noise and
another defocusation caused by the atmosphere.

Dataset C has a FOC_POS ranging from 7834 to 8194 with a step of
cca. 5 units. Expected maximum of focus is at FOC_POS = 8050. The
evaluation of M1, M4 and M5 is shown on Fig. 7.18: monotonicity of M1 and
M4 are better than monotonicity of M5. What is more surprising, measures
do not agree on a common maximum and M5 is not even unimodal (three
spikes present on the graph).

7.2 Tests on real data

This section brings the results of testing the produced Lucky-imaging soft-
ware. One dataset of star-images (2000 images of ζ-Bootis taken at 8.5.2007)
and one dataset of planetary images (2000 images of Saturn taken at 8.5.2007)
has been acquired. All images have been taken in the focal plane of the tele-
scope, so only blur introduces by the atmosphere is present.

The test have been done as follows: All images have been measured on
focus with the respective focus-measures, n% of the best focused images have
been taken and registered into a single output image. The parameter n was
gradually set to 1%, 2%, 5% and 10% (100% selection was not processed,
as the registration of 2000 images would take approximately 24 hours) to
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demonstrate the relevance of the parameter on the quality of the produced
output.

7.2.1 Lucky imaging of ζ-Bootis

The 2000 input images have been measured on focus by the strehl-ratio mea-
sure. The result can be seen on Fig. 7.19: strehl ratios vary from 0.686816
to 0.235844, observable is one dominant peak, and �ve to six minor peaks.
Fig. 7.20 shows the same strehl ratios, but sorted: the three lines mark the
2%, 5% and 10% limit of the best focused images (the 1% limit is not marked
due to little space).

The results of the registration of varying n% best focused images can
be seen on Fig. 7.21: for the human eye, the images show no di�erences.
The parameter n does not seems to have an in�uence on the image qual-
ity. Finally, the individual stars forming the double-star ζ-Bootis cannot
be distinguished � the produced images still show just a �blot�, although of
elliptical shape (what indicates, that it is not a common single star).

When looking on the row pro�les, containing the pixel with the highest
brightness value (Fig. 7.22), di�erence of quality of individual images can be
observed. The 1%-selection produces a slightly better pro�le of the star as
the other three selections (2%, 5% and 10%), although a worser pro�le than
the best input image. More precisely, the strehl ratios of the 5 examined
images are:

Image Strehl ratio
best input image 0.6868
1%-selection 0.6011
2%-selection 0.5674
5%-selection 0.5578
10%-selection 0.5557

Table 7.1: Copmarision of n%-selection in�uence on strehl ratio.

After examining row pro�les of produced images, it can be claimed, that
the parameter n in fact does have an in�uence on the image quality produced;
as expected, growing n causes worse and worse star pro�les and strehl-ratios
of the assembled images.

Let us reconsider the negative result, that the double star ζ-Bootis has
not been resolved into its individuals. As stated in subsection 7.1.1, the indi-
viduals are less then one arc second apart. Because the telescope's pixelscale
is only 0.69 arcseconds per pixel and its FWHM is 3 pixels (see appendix
B), both individuals are on the image only 1.5 pixel apart, while covering
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Figure 7.19: Strehl ratio of the ζ-Bootis dataset.

Figure 7.20: Strehl ratio of the ζ-Bootis dataset, sorted by this ratio. The
vertical lines mark the 2%, 5% and 10% limit of images with best focus.
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(a) n = 1 (b) n = 2 (c) n = 5 (d) n = 10

Figure 7.21: Output images of LI-software run on the ζ-Bootis dataset with
varying n (negatives). No signi�cant di�erences can be observed.

Figure 7.22: The row pro�les of the best input image (shown on Fig. 7.1(a),
page 36) and the LI-output images (shown on Fig. 7.21).
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(a) Best photograph of
Saturn

(b) Column
pro�le of (a)

(c) Worst photograph of
Saturn

(d) Column
pro�le of (c)

Figure 7.23: Best and worst saturn due to the measure M5(negatives).

the area of approximately 3x3 pixels. It is nearly impossible to resolve the
double star into its individuals even in the ideal case (i.e. no atmosphere
would cause image blur) at this low sampling. The telescope used is simply
to weak (its pixelscale is too low) to resolve the given target ζ-Bootis.

7.2.2 Lucky imaging of Saturn

The 2000 images of Saturn have been evaluated on focus by all three measures
M1, M4 and M5. The result of the evaluation can be seen on Fig 7.24: all
three measures agree well in shape, although not exactly in the peak; M1

considers picture number 826 to have the best focus, M4 picture number
1685 and M5 number 1827. Fig. 7.25 shows the same focus evaluation, but
sorted. M5 again shows greatest discriminability (decreases most quickly).
The three lines mark the 2%, 5% and 10% limit of the best focused images
(the 1% limit is not marked due to little space).

After the evaluation of focus, n ∈ {1, 2, 5, 10} percent of best focused
pictures have been registered once with the CC-algorithm and once with the
Montage algorithm (both algorithms are described in chapter 6 on page 26)
to compare both approaches.

The best and the worst focused photographs due to M5 are shown on Fig.
7.23. The attached pro�les of columns passing the planet and the rings (see
Fig. 7.6(b)) con�rm the picture quality di�erence. However, after images
have been registered and averaged, no such di�erences can be observed, even
for various n(see Fig. 7.26) � for the unweaponed eye all output images seem
to be of the same quality (although a little more blur can be observed on
the 10%-selections than on the 1%-selections). On the respective column
pro�les of all the 8 output images (see Fig. 7.27) only minor di�erences can
be observed, too.
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Figure 7.24: The measures M1, M4 and M5 applied to images of Saturn.

Figure 7.25: The measures M1, M4 and M5 applied to images of Saturn,
sorted by this measures (respectively). The vertical lines mark the 2%, 5%
and 10% limit of images with best focus.
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(a) CC, n = 1 (b) CC, n = 2 (c) CC, n = 5 (d) CC, n = 10

(e) Montage, n = 1 (f) Montage, n = 2 (g) Montage, n = 5 (h) Montage, n = 10

Figure 7.26: (a)-(d): CC registration output with varying n; (e)-(h): Mon-
tage registration output with varying n. Di�erences are minimal, only ob-
servable between n = 1 and n = 10.
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(a) CC, n = 1 (b) CC, n = 2 (c) CC, n = 5 (d) CC, n = 10

(e) Montage, n = 1 (f) Montage, n = 2 (g) Montage, n = 5 (h) Montage, n =
10

Figure 7.27: (a)-(d): Column pro�les of CC registration output with varying
n. (e)-(h): Column pro�les of Montage registration output with varying n.
Di�erences are minimal, apparent only between n = 1 and n = 10.
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7.3 Conclusion of tests and experiments

In this chapter, four focus measures and two registration techniques have
been used to process astronomical images. This section brings the comparison
of the performance speed and quality of these algorithms. All computations
have been done on a machine with the con�guration Intel Celeron 1500 MHz,
512 MB RAM.

Among areal focus-measures, in most cases M5 performed the best, espe-
cially in manner of discriminability. However, as can be seen on table 7.2,
M5 is noticeably slow, in comparison with the other two measure. Except
of the wavelet decomposition, also transformation into di�erent �le-formats
(acquired .�ts into processed .mat) consumes time.

measure number of photographs computation time
strehl ratio 51 0 min 29 sec

M1 51 0 min 07 sec
M4 51 1 min 25 sec
M5 51 8 min 42 sec

Table 7.2: The comparison of computation speed of strehl ratio, and the
focus measures M1, M4 and M5.

In the case of M4, the �le-format also has to be transformed, what is more,
the object of interest has to be detected and cropped out (as M4 performs
only on zero-background images, see chapter 4). The computation itself is
relatively fast, but with the worst discriminability.

We recommend therefore to use M1 for measuring focus of planets and
other areal objects, as the discriminability is su�cient, and the speed ex-
tremely fast.

The two image registration techniques are compared in the table 7.3.
Montage shows a great computational complexity, growing with the amount
of processed photographs. On the other hand, Montage uses non-integer pixel
transformation, therefore has a better accuracy of the assembled images.

N number of photographs CC Montage
1% 20 18 sec 51 sec
2% 40 38 sec 2 min 33 sec
5% 100 1 min 35 sec 11 min 14 sec
10% 200 3 min 36 sec 74 min 25 sec

Table 7.3: The comparison of the computation speed of Cross-correlation
and Montage registration techniques
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Chapter 8

Conclusion and further

improvements

The intention of this work was the implementation of the Lucky Imaging
technique, which consist of two separate parts: measuring focus of short-
exposured digital astronomical pictures and registration of those well-focused
images.

The main goals of the thesis were ful�lled: a review of usable focus mea-
sures and registration techniques has been done and a software based on these
algorithms has been produced. However, due to lack of real data only limited
testing has been done. Nevertheless, the results show, that the algorithms
work well and mostly do satisfy the imposed requirements. Unfortunately, no
practical results have been achieved, i.e. the angular resolution of the single
target processed (the star ζ-Bootis) could not have been improved, as the
used telescope has a too low pixelscale and therefore strongly undersamples
the target.

In order to improve the software performance, �rst and foremost more
data must be processed in the future, to tune-out the algorithms (in partic-
ular star segmentation) and explore their stability with respect to blur and
noise. With the used telescope of unchanged pixelscale and FWHM, visible
angular resolution improvement can only be achieved for objects at least 2.7
arc seconds apart, as they should cover at least an area of 4x4 pixels on the
digital image.
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Appendix A

The LI-software

The produced software is a combination of C-language binaries, bash- and
MATLABr-scripts, making use of foreign software packages Montage and
Eclipse. It was developed and tested under the Ubuntu Linux operating
system.

A.1 User documentation

The user uses the software via several bash-commands, divided into two
groups. The �rst group of commands serves to run the whole LI-process on
large datasets:

$ li-stars <p>

This command performs LI (strehl-montage) on <p>% of best images of stars,
paths to images on standard input.

$ li-planets [-m {glv|wavelet|moments}] [-r {CC|Montage}] <p>

This command performs LI on <p>% of best planetary images, paths to im-
ages on standard input. Option -m sets the focus-measure (the default is
�glv�). Option -r sets the registration method (the default is �Montage�).

A typical use may therefore be:

$ ls /images/saturn/* | li-planets 10

Prints out the name of the produced �le:

LI010.fits

The second group of commands serves for measuring focus of individual
images for user-testing purposes. The commands are:
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$ focus-measure-strehl FILE_1.fits FILE_2.fits ...

$ focus-measure-glv FILE_1.fits FILE_2.fits ...

$ focus-measure-moments FILE_1.fits FILE_2.fits ...

$ focus-measure-wavelet FILE_1.fits FILE_2.fits ...

The commands print out for each input �le its name and its focus-measure
value, separated by a colon.

A typical use may be:

$ focus-measure-glv fits/planets/nowcs/saturn-05_08/*

Prints out:

fits/planets/nowcs/saturn-05_08/20070508220248-0775-RA.fits: 59457

fits/planets/nowcs/saturn-05_08/20070508220547-0838-RA.fits: 59146

fits/planets/nowcs/saturn-05_08/20070508220846-0597-RA.fits: 56771

...

A.2 CD content

The attached CD contains following items:

• eclipse/eclipse.zip � the revised and adopted Eclipse framework

• output_fits/ � directory containing the output of the software: 1%,
2%, 5% and 10% selections of the star ζ-Bootis and the planet Saturn,
registration by CC and Montage

• prog/bash/ � bash scripts

• prog/bin/ � C-language binaries

• prog/octave/ � MATLABr-scripts (wavelet and moments focus mea-
sures)

• prog/src/ � the source �les written in C language

• prog/li-config � a con�guration utility for easy installation

• test_fits/ � directory contains examples of processed data: the star
ζ-Bootis and the planet Saturn, with and without WCS information

• thesis.pdf � the online version of this document

• INSTALL � installation instructions

• README � notes on how to use the software
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Appendix B

Used telescope, CCD and

software environment

This appendix contains technical information about devices and software
used to acquire processed data.

B.1 RTS2

RTS2 (Remote Telescope System 2nd Version) is a software package designed
for full automatization of astronomical observations. The system automatizes
whole process from the target selection from a database until the processing
of acquired images. Today, �ve telescopes on three continents are controlled
by this system.

RTS2 was originally proposed for controlling telescopes devoted to obser-
vation of optical opposites of gamma-bursts. During development, it became
a general system for controlling robotic telescopes.

For further information, see [24].

B.2 Bootes-IR

Bootes-IR is a Spanish(IAA-CSIC, Granada)-Czech(AsÚ AV �R Ond°ejov)
telescope located at the OSN (Observatory de Sierra Nevada) in the Sierra
Nevada mountains, near IAA, Granada, 2890 m above sea level. The Ritchie-
Crétien telescope made by the German company ASTELCO is mounted on
a full robotic ASTELCO/Tau-Tec mounting. Primary mirror is 60 cm in
diameter, secondary mirror 10 cm in diameter. The pixelscale is 0.69 arc
seconds per pixel, average FWHM is 3 pixels.

The telescope is equipped with an Andor Technologies optic camera with
the DV-887 head. The camera uses a EMCCD (http://www.emccd.com) chip
of 512x512 pixels. The focusation is via shifting the secondary mirror. The
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telescope uses a FLI (Finger Lake Instruments) �lter-wheel with UBVRIz
�lters.

For further information, see [25].

B.3 Watcher

Watcher is an Irish robotic telescope with, with Czech(AsÚ AV �R Ond°e-
jov), Spanish(IAA-CSIC, Granada) and South-African (Boyden observatory,
University of Bloemfontein) participation. It is located at Boyden Observa-
tory near the Bloemfontein city in Republic of South Africa. The telescope
is operated by the Irish UCD (University College Dublin).

The telescope is of the Cassergrain type, it's primary mirror is 40 cm in
diameter, the secondary mirror is 4 cm in diameter. The pixelscale is 0.84
arc seconds per pixel, average FWHM is 2.5 pixels.

The telescope is located on a Software Bisquit Paramount robotic mount-
ing, equipped with a Apogee camera with Kodak KAF 1001e of 1024x1024
pixels and a Optec �lter-wheel with standard science-grade BVRI �lters.

For further information, see [26].
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